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Abstract. In the framework of the Next-CSP project that aims at demonstrating a fluidized particles-in-tube solar receiver 

concept at pilot scale, a thorough control of the heat flux distribution on the tubes is compulsory to avoid appearance of 

hot spots likely leading to receiver damage. The control of the heat flux distribution is carried out by an aiming point 

strategy on the receiver tubes and validated by comparing simulated and experimental flux distribution at the aperture of 

the solar receiver by using a scanning bar. The simulated and experimental solar flux distributions at the receiver aperture 

plane are compared for a single heliostat focusing at the aperture of the Themis tower.  

INTRODUCTION 

The Next-CSP project aims at installing and testing a fluidized particles-in-tube solar receiver concept at pilot 

scale. The solar receiver is made of 40 tubes of 3 meters height surrounded by a half cavity made of three refractory 

panels, as shown in Fig. 1. The angles of the cavity panels comes from position of most Eastern, Western and Northern 

heliostats. 

 

 

FIGURE 1. 3D model of the solar receiver with the cavity 

 

A refractory panel is also installed behind the tubes to reflect the concentrated radiation passing through the gaps 

between the tubes. To preserve the lifetime of the receiver and ensure a uniform particle outlet temperature in each 

tube, the control of the flux distribution through an aiming point strategy on the receiver is essential. To make sure 



that the simulated and experimental flux distributions are similar, a scanning bar is installed and travels in front of the 

receiver cavity. This paper first describes the methodology of the aiming point strategy relying on the TABU search 

associated with a convolution-projection model and a ray-tracing software. Then the post-treatment to build the 

experimental flux distribution with the scanning plate is detailed. Finally, the simulated and experimental flux 

distributions at the scanning plate’s plane for a single heliostat are compared.  

AIMING POINT STRATEGY 

Aiming point strategy (APS) is investigated by applying the meta-heuristic method [1] associated with the 

convolution-projection optical model UNIZAR [2]. The APS is carried out on an aperture plane located on the mid-

plane of the tubes. A 3 m x 3 m aperture plane is considered and 25 points are defined.  

An objective normalized flux distribution is defined and located at the mid-plane of the tubes, with a limitation in the 

maximum flux density of 500 kW/m². After reaching the optimized results, taking into account a constraint on the 

spillage loss (not more than 30% of the intercepted power in the reference case), the aiming points are introduced into 

the ray-tracing software Solstice [3] that computes the flux distribution on the receiver tubes. 

Figure 2 shows a typical result of the flux distribution on the receiver tubes applying the APS. 

            

FIGURE 2. Flux distribution on the receiver tubes before (right) and after (left) applying the APS 

 

A virtual target is positioned at the aperture of the solar receiver cavity, on the same plane where the scanning bar 

travels. Figure 3 shows the simulated flux distribution at the scanning bar’s plane. 

 

 

FIGURE 3. Flux distribution on a virtual target located at the scanning plate’s plane 

 

This simulated flux distribution on the virtual target must be compared with the experimental flux distribution 

reconstructed after the travel of the scanning bar. The experimental set-up and the data processing to reconstruct the 

flux distribution are explained in the following section. 



MEASUREMENT OF THE FLUX DISTRIBUTION 

Experimental Set-Up 

The heat flux measurement system consists in a Basler CMOS camera offering a high picture frame rate (up to 

163 fps), a high resolution (1920x1200 pixels) and a high dynamic (16-bit). The camera is equipped with a 300 mm 

lens. Figure 4 shows the camera that is located in a shelter in the center of the solar field and the view of the aperture 

from the camera. The distance between the camera and the aperture of the solar receiver is 120 meters.  

 

                   

FIGURE 4. CMOS camera installed in a shelter in the center of the solar field (left) and view of the aperture with the camera 

(right) 

 

It records pictures of a scanning bar (shown in Fig. 5) that travels from East/West to West/East in front of the 

aperture of the receiver cavity at a velocity of 2 m/s. The scanning bar has a black band on each side to create contrast 

in the bright pictures. An algorithm using a spatial derivative approach results in the reconstruction of the intensity 

distribution.  

 

 

FIGURE 5. Picture of the scanning bar (surrounded in red) installed at the receiver aperture before installation of the solar loop 

 

Finally, a fast response heat flux micro-sensor (HFM 6 from Vatell) integrated in this bar calibrates the intensity 

distribution into a flux distribution. It is a 4 mm in diameter thermopile covered with Pyromark film and offering a 17 

to 300 s response time. The accuracy claimed by the supplier is ± 3%. A high-speed A/D converter and a data 

acquisition system (ADDI DATA MSX-E3011) are also installed on the scanning bar in order to avoid noise in the 

micro-signal delivered by the heat flux sensor (Fig. 6). 

 



 

FIGURE 6. Picture of the heat flux micro-sensor, converter and acquisition integrated in the scanning bar 

 

Figure 7 shows pictures taken from the heliostat field of the scanning bar travel. A metallic shield is installed 

behind to block the concentrated radiation and protect the components inside the tower. 

 

         

FIGURE 7. Pictures taken from the heliostat field of during the travel of the scanning bar 

Data Processing 

The data processing follows the method presented by A. Ferrière et al. [4]. 

Flat-Field Correction 

The data processing starts with a flat field correction that aims at eliminating or reducing measurement noise and 

bias. To carry out this process, the lens on the camera is first covered with a tap while the camera settings are 

unchanged: same area of interest on the CCD matrix, same gain and shutter speed. A sequence of 1000 images is taken 

and the median average is computed. A black image is obtained and named Iblack. The black image contains the 

electronic bias and noise generated by the A/D converter. Then the tap is replaced by a uniform brightness source and 

the same sequence is repeated. A flat-field image is obtained and named Iflat. This flat-field image contains the noise 

and distortion generated by each pixel when discharging their current and the optical defaults resulting from dust or 

scratches possibly remaining on the lens. Each raw image Iraw of the sequence taken during the scanning is converted 

into a “net” image Inet using the following equation: 

 

 𝐼𝑛𝑒𝑡 =
𝐼𝑟𝑎𝑤−𝐼𝑏𝑙𝑎𝑐𝑘

𝐼𝑓𝑙𝑎𝑡−𝐼𝑏𝑙𝑎𝑐𝑘
 (1) 

 

The Peak Signal to Noise Ratio (PSNR) can be calculated for each image by applying: 

 

 𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10 (
1

𝑟𝑚𝑠(𝐼𝑟𝑎𝑤−𝐼𝑛𝑒𝑡)
) (2) 

 

Where rms(Iraw – Inet) is the root mean square deviation between the raw and the net image. A PSNR value above 

40 guarantees that the noise and bias are correctly removed. 



Detection of the Bar 

A background image Iback is taken at the end of the bar’s travel and is subtracted from each net image, resulting in 

a final sequence called “corrected” image Icorr: 

 

 𝐼𝑐𝑜𝑟𝑟 = 𝐼𝑛𝑒𝑡 − 𝐼𝑏𝑎𝑐𝑘 (3) 

 

This operation allows increasing the contrast between the bar and the surrounding. Then the derivative between 

two neighboring pixels on a horizontal line in a same corrected image is calculated. A big change in brightness occurs 

due to the two black bands, thus offering a better detection of the bar.  

The corrected images are normalized using the maximum and the minimum values of each pixel in all the sequence: 

 

 𝐼𝑐𝑜𝑟𝑟−𝑛 = 2
𝐼𝑐𝑜𝑟𝑟−𝑀𝑖𝑛𝑝𝑖𝑥−𝑎𝑙𝑙

𝑀𝑎𝑥𝑝𝑖𝑥−𝑎𝑙𝑙−𝑀𝑖𝑛𝑝𝑖𝑥−𝑎𝑙𝑙
− 1 (4) 

 

The gradient along the horizontal axis is then calculated: 

 

 𝐼𝑔𝑟𝑎𝑑−𝑥 = 𝑔𝑟𝑎𝑑𝑥(𝐼𝑐𝑜𝑟𝑟−𝑛) (5) 

 

The gradient is normalized using the maximum and the minimum values of gradient in all the sequence: 

 

 𝐼𝑔𝑟𝑎𝑑−𝑥−𝑛 = 2
𝐼𝑔𝑟𝑎𝑑−𝑥−𝑀𝑖𝑛𝑔𝑟𝑎𝑑−𝑥−𝑎𝑙𝑙

𝑀𝑎𝑥𝑔𝑟𝑎𝑑−𝑥−𝑎𝑙𝑙−𝑀𝑖𝑛𝑔𝑟𝑎𝑑−𝑥−𝑎𝑙𝑙
− 1 (6) 

 

Finally, the average value of the normalized gradient is calculated along each column: 

 

 𝑀𝑒𝑎𝑛𝑔𝑟𝑎𝑑−𝑥−𝑛 = 𝑚𝑒𝑎𝑛𝑦(𝐼𝑔𝑟𝑎𝑑−𝑥−𝑛) (7) 

 

The result of this approach is shown in Fig. 8 where a margin of error is introduced to reject the black bands and 

to eliminate any deviation due to the shadow of the bar projected on the background.  

 

 

FIGURE 8. Detection of the bar using the normalized gradient averaged per column (top) and the application of margin of error 

(bottom) 



Mapping the Grey Value 

The n values available for pixel p are entered in a vector ValPixelp(n). The mean value of this vector is calculated: 

 

 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙(𝑝) =
1

𝑛
∑ 𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙𝑝(𝑖)
𝑛
𝑖=1  (8) 

 

The standard deviation STD(p) is also calculated: 

 

 𝑆𝑇𝐷(𝑝) =
1

𝑛
√∑ [𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙𝑝(𝑖) − 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙(𝑝)]

2𝑛
𝑖=1  (9) 

 

Finally the pixel value in the map ValPixel(p) is the average of the value fulfilling the following condition (the 

other one being rejected): 

 

 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙(𝑝) − 2 × 𝑆𝑇𝐷(𝑝) < 𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙𝑝(𝑖) < 𝑀𝑒𝑎𝑛𝑉𝑎𝑙𝑃𝑖𝑥𝑒𝑙(𝑝) + 2 × 𝑆𝑇𝐷(𝑝) (10) 

 

The complete map in grey scale is obtained by applying this approach for each pixel. 

Calibration 

The calibration is carried out by matching the measured flux with the intensity profile on the horizontal line where 

the heat flux micro-sensor travels, as shown in Fig. 9. A mean value of the ratio FluxDensity/ValPixel(x) is calculated 

and allows converting the intensity distribution into a flux distribution. 

 

FIGURE 9. Time series Fmeasured (in solid line blue) and ValPixel (in green dots) 

RESULTS 

Figure 10 shows the simulated and experimental flux distribution given by a single heliostat at the aperture of the 

receiver. The slope error is set to 1.7 mrad. 

 



     

FIGURE 10. Comparison between simulated (left) and experimental (right) flux distribution 

 

The shape of the heliostat focal spot is very similar between the simulation and the measurement. The higher flux 

density observed in the simulated flux distribution is likely due to some dust on the heliostat mirrors decreasing their 

reflectance.  

DISCUSSION AND PERSPECTIVES 

First results with a single heliostat are encouraging. However further comparisons with more heliostats and with 

an aiming point strategy must be performed in order to validate the theoretical flux distribution at the aperture of the 

solar receiver. This will be achieved when operating the solar receiver. 
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